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Abst ract

Thi s nmenorandum descri bes the Sinple Network Tinme Protocol Version 4
(SNTPv4), which is a subset of the Network Tine Protocol (NTP) used
to synchroni ze conputer clocks in the Internet. SNITPv4 can be used
when the ultimte performance of a full NTP inplenentation based on
RFC 1305 is neither needed nor justified. Wen operating with
current and previous NTP and SNTP versions, SNTPv4 requires no
changes to the specifications or known inplenentations, but rather
clarifies certain design features that allow operation in a sinple,
statel ess renote-procedure call (RPC) node with accuracy and
reliability expectations simlar to the UDP/ Tl ME protocol described
in RFC 868.

Thi s menor andum obsol etes RFC 1769, which descri bes SNTP Version 3
(SNTPv3), and RFC 2030, which describes SNTPv4. |Its purpose is to
correct certain inconsistencies in the previous docunents and to
clarify header formats and protocol operations for NTPv3 (1Pv4) and
SNTPv4 (1 Pv4, 1Pv6, and CSI), which are also used for SNTP. A
further purpose is to provide guidance for hone and business client

i npl ementations for routers and ot her consuner devices to protect the
server popul ation from abuse. A working knowl edge of the NTPv3
specification, RFC 1305, is not required for an inplenentation of
SNTP.
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1. Introduction

The Network Tine Protocol Version 3 (NTPv3), specified in RFC 1305
[ML92], is wdely used to synchroni ze conputer clocks in the gl oba
Internet. It provides conprehensive nechani sns to access nationa
time and frequency di ssem nation services, organi ze the NTP subnet of
servers and clients, and adjust the systemclock in each participant.
In nost places of the Internet of today, NTP provides accuracies of
1-50 s, depending on the characteristics of the synchronization
source and network paths.

RFC 1305 specifies the NTP protocol nmachine in terns of events,
states, transition functions and actions, and engi neered al gorithns
to inprove the tinekeeping quality and to mtigate severa
synchroni zati on sources, sone of which may be faulty. To achieve
accuracies in the low mlliseconds over paths spanning nmajor portions
of the Internet, these intricate algorithns, or their functiona
equi val ents, are necessary. |In many applications, accuracies on the
order of significant fractions of a second are acceptable. 1In sinple
home router applications, accuracies of up to a mnute may suffice.

I n such cases, sinpler protocols, such as the Tine Protocol specified
in RFC 868 [P0S83], have been used for this purpose. These protocols
i nvol ve an RPC exchange where the client requests the tine of day and
the server returns it in seconds past a known reference epoch.

NTP is designed for use by clients and servers with a wi de range of
capabilities and over a wi de range of network jitter and cl ock
frequency wander characteristics. Many users of NTP in the Internet
of today use a software distribution available fromww. ntp.org. The
di stribution, which includes the full suite of NIP options,
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mtigation algorithns, and security schenes, is a relatively conpl ex,
real -time application. Although the software has been ported to a

w de variety of hardware platforns rangi ng from personal conputers to
superconputers, its sheer size and conplexity is not appropriate for
many applications. Accordingly, it is useful to explore alternative
strategies using sinpler software appropriate for |ess stringent
accuracy expectations.

This nmeno describes the Sinple Network Tinme Protocol Version 4
(SNTPv4), which is a sinplified access paradigmfor servers and
clients using current and previous versions of NTP and SNTP. The
access paradigmis identical to the UDP/ TIME Protocol, and, in fact,
it should be easy to adapt a UDP/ TIME client inplenentation, say for
a personal conputer, to operate using SNTP. Moreover, SNIP is also
designed to operate in a dedicated server configuration including an
integrated radio clock. Wth careful design and control of the
various |latencies in the system which is practical in a dedicated
design, it is possible to deliver tinme accurate on the order of

m cr oseconds.

The only significant protocol change in SNTPv4 from previ ous SNTP
versions is a nodified header interpretation to accommbdate | nternet
Prot ocol Version 6 (1Pv6) (RFC 2460) and OSI (RFC 1629) addressing.
However, SNTPv4 includes certain optional extensions to the basic NIP
Version 3 (NTPv3) nodel, including a manycast node and a public-key-
based aut hentication schene designed specifically for broadcast and
manycast applications. Al though the nanycast node is described in
this nmeno, the authentication schenme is described in another RFC to
be submtted later. Until such tine that a definitive NTPv4
specification is published, the manycast and authentication features
shoul d be considered provisional. |In addition, this nmeno introduces
t he ki ss-0'-death nessage, which can be used by servers to suppress
client requests as circunstances require.

When operating with current and previous versions of NTP and SNTP
SNTPv4 requires no changes to the protocol or inplenentations now
running or likely to be inplenented specifically for future NTP or
SNTP versions. The NTP and SNTP packet formats are the sane, and the
arithnetic operations to calculate the client tinme, clock offset, and
roundtrip delay are the sane. To an NTP or SNTP server, NTP and SNTP
clients are indistinguishable; to an NTP or SNTP client, NTP and SNTP
servers are indistinguishable. Like NTP servers operating in non-
symmetric nodes, SNTP servers are stateless and can support |arge
nunbers of clients; however, unlike nost NTP clients, SNTP clients
normal |y operate with only a single server at a tine.

The full degree of reliability ordinarily expected of NIP servers is
possi bl e only using redundant sources, diverse paths, and the crafted
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algorithns of a full NTP inplenentation. It is strongly recomended
that SNTP clients be used only at the extremties of the
synchroni zati on subnet. SNTP clients should operate only at the

| eaves (highest stratum of the subnet and in configurations where no
NTP or SNTP client is dependent on another SNTP client for
synchroni zati on. SNTP servers shoul d operate only at the root
(stratum 1) of the subnet, and then only in configurations where no
ot her source of synchronization other than a reliable radio clock or
t el ephone nodemis avail abl e.

An inportant provision in this nmeno is the interpretation of certain
NTP header fields that provide for |1Pv6 [ DEE98] and OSI [ COL94]
addressing. The only significant difference between the NTP and
SNTPv4 header formats is the four-octet Reference ldentifier field,
which is used primarily to detect and avoid synchroni zati on | oops.

In all NTP and SNTP versions providing | Pv4 addressing, primary
servers use a four-character ASCI| reference clock identifier in this
field, whereas secondary servers use the 32-bit |IPv4 address of the
synchroni zation source. |In SNTPv4 providing |Pv6 and OSI addressing,
primary servers use the sane clock identifier, but secondary servers
use the first 32 bits of the MD5 hash of the I Pv6 or NSAP address of
t he synchroni zati on source. A further use of this field is when the
server sends a kiss-0'-death nessage, docunented later in this neno.

NTP Version 4 (NTPv4), now in deploynent, but not yet the subject
of a standards docunent, uses the sane Reference ldentifier field
as SNTPv4.

In the case of OSI, the Connectionless Transport Service (CLTS) is
used as in [1SCB6]. Each SNTP packet is transmtted as the TS-
Userdata paraneter of a T-UN TDATA Request primtive. Alternately,
t he header can be encapsulated in a Transport Protocol Data Unit
(TPDU), which itself is transported using UDP, as described in RFC
1240 [DOB91]. It is not advised that NTP be operated at the upper
| ayers of the OSI stack, such as mght be inferred from RFC 1698

[ FURO4], as this could seriously degrade accuracy. Wth the header
formats defined in this nenpb, it is in principle possible to

i nterwork between servers and clients of one protocol famly and
anot her, although the practical difficulties may nake this

i nadvi sabl e.

In the follow ng, indented paragraphs such as this one contain
information not required by the formal protocol specification, but
consi dered good practice in protocol inplenentations.

This nmeno is organi zed as follows. Section 2 describes how the

prot ocol works, the various nodes, and how I P addresses and UDP ports
are used. Section 3 describes the NIP tinestanp format, and Secti on
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4 the NTP nessage format. Section 5 sunmarizes SNTP client
operations, and Section 6 sumrarizes SNTP server operations. Section
7 summari zes operation and nanagenent issues. Section 8 describes
the kiss-o0'-death nessage, newy mnted with functions simlar to the
| CMP Source Quench and | CWP Desti nati on Unreachabl e nessages.

Section 9 sunmari zes design issues inportant for good network
citizenry and presents an exanple al gorithm designed to give good
reliability while m nimzing network and server resource demands.

1.1. Specification of Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ BRA97].

2. (Operating Mddes and Addressing

Unl ess excepted in context, a reference to broadcast address neans

| Pv4 broadcast address, |Pv4 nmulticast group address, or |Pv6 address
of appropriate scope. Further information on the broadcast/nulticast
nmodel is in RFC 1112 [DEE89]. Details of address format, scoping
rules, etc., are beyond the scope of this nmenbo. SNTPv4 can operate
with either unicast (point to point), broadcast (point to

mul ti point), or manycast (rnultipoint to point) addressing nodes. A
uni cast client sends a request to a designated server at its unicast
address and expects a reply fromwhich it can determne the tine and,
optionally, the roundtrip delay and cl ock offset relative to the
server. A broadcast server periodically sends an unsolicited nessage
to a designated broadcast address. A broadcast client listens on
this address and ordinarily sends no requests.

Manycast is an extension of the anycast paradi gm described in RFC
1546 [PAR93]. It is designed for use with a set of cooperating
servers whose addresses are not known beforehand. The nanycast
client sends an ordinary NTP client request to a designated broadcast
address. One or nore nmanycast servers listen on that address. Upon
recei ving a request, a manycast server sends an ordi nary NTP server
reply to the client. The client then nobilizes an association for
each server found and conti nues operation with all of them
Subsequently, the NTP mtigation algorithns operate to cast out al
except the best three.

Broadcast servers should respond to client unicast requests, as
wel | as send unsolicited broadcast nessages. Broadcast clients
may send unicast requests in order to neasure the network
propagati on del ay between the server and client and then continue
operation in listen-only node. However, broadcast servers nay
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3.

choose not to respond to unicast requests, so unicast clients
shoul d be prepared to abandon the neasurenent and assune a default
val ue for the del ay.

The client and server addresses are assigned follow ng the usua

| Pv4, 1 Pv6 or OSI conventions. For NIP nulticast, the | ANA has
reserved the I Pv4 group address 224.0.1.1 and the | Pv6 address endi ng
: 101 wth appropriate scope. The NTP broadcast address for OSI has
yet to be determ ned. Notw thstanding the | ANA reserved addresses,
other multicast addresses can be used that do not conflict with

ot hers assigned in scope. The scoping, routing, and group nenbership
procedures are determ ned by consi derations beyond the scope of this
Meno.

It is inportant to adjust the tinme-to-live (TTL) field in the IP
header of multicast nessages to a reasonable value in order to
limt the network resources used by this (and any other) nulticast
service. Only nmulticast clients in scope wll receive multicast
server nessages. Only cooperating manycast servers in scope wl|
reply to a client request. The engineering principles that
determ ne the proper values to be used are beyond the scope of

t hi s nmeno.

In the case of SNTP as specified herein, there is a very rea

vul nerability that SNTP broadcast clients can be disrupted by

m sbehaving or hostile SNTP or NTP broadcast servers el sewhere in
the Internet. It is strongly recommended that access controls
and/ or cryptographi c authentication neans be provided for

addi tional security in such cases.

It is intended that | P broadcast addresses will be used primarily
in I P subnets and LAN segnents including a fully functional NTP
server with a nunber of dependent SNTP broadcast clients on the
sane subnet, and that IP nmulticast group addresses will be used
only in cases where the TTL is engi neered specifically for each
service donain. However, these uses are not integral to the SNTP
speci fication.

NTP Ti nest anp For mat

SNTP uses the standard NTP tinmestanp fornmat described in RFC 1305 and
previ ous versions of that docunment. In confornmance with standard
Internet practice, NTP data are specified as integer or fixed-point
quantities, with bits nunbered in big-endian fashion fromO starting
at the left or nost significant end. Unless specified otherw se, al
quantities are unsigned and may occupy the full field width with an
inplied O preceding bit O.
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Because NTP tinmestanps are cherished data and, in fact, represent the
mai n product of the protocol, a special tinmestanp format has been
established. NIP tinestanps are represented as a 64-bit unsigned

fi xed-point nunber, in seconds relative to Oh on 1 January 1900. The
integer part is in the first 32 bits, and the fraction part in the
last 32 bits. In the fraction part, the non-significant |ow order
bits are not specified and are ordinarily set to O.

It is advisable to fill the non-significant |ow order bits of the
timestanp with a random unbi ased bitstring, both to avoid
systematic roundoff errors and to provide | oop detection and
replay detection (see below). It is inportant that the bitstring
be unpredictable by an intruder. One way of doing this is to
generate a random 128-bit bitstring at startup. After that, each
time the systemclock is read, the string consisting of the
timestanp and bitstring is hashed with the MD5 al gorithm then the
non-significant bits of the tinestanp are copied fromthe result.

The NTP format all ows convenient nultiple-precision arithnetic and
conversion to UDP/ TI ME nessage (seconds), but does conplicate the
conversion to | CWP Tinestanp nessage (mlliseconds) and Unix tine
val ues (seconds and m croseconds or seconds and nanoseconds). The
maxi mum nunber that can be represented is 4,294, 967,295 seconds with
a precision of about 232 picoseconds, which should be adequate for
even the nost exotic requirenents.

1 2 3
01234567890123456789012345678901
i w S i
| Seconds |
i w S i
| Seconds Fraction (0-padded) |
i w S i

Note that since sone tinme in 1968 (second 2,147, 483, 648), the nost
significant bit (bit 0 of the integer part) has been set and that the
64-bit field will overflow sone tine in 2036 (second 4, 294, 967, 296) .
There will exist a 232-picosecond interval, henceforth ignored, every
136 years when the 64-bit field will be 0, which by convention is
interpreted as an invalid or unavail abl e tinestanp.

As the NTP tinmestanp format has been in use for over 20 years, it
is possible that it will be in use 32 years fromnow, when the
seconds field overflows. As it is probably inappropriate to
archive NTP tinestanps before bit 0 was set in 1968, a convenient
way to extend the useful life of NTP tinestanps is the follow ng
convention: If bit O is set, the UTCtine is in the range 1968-
2036, and UTC tine is reckoned fromOh OmOs UTC on 1 January
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4.

1900. If bit O is not set, the tine is in the range 2036-2104 and
UTC tine is reckoned from6h 28m 16s UTC on 7 February 2036. Note
t hat when cal cul ating the correspondence, 2000 is a | eap year, and
| eap seconds are not included in the reckoning.

The arithnmetic cal cul ations used by NTP to determ ne the clock

of fset and roundtrip delay require the client tinme to be within 34
years of the server tine before the client is launched. As the
time since the Unix base 1970 is now nore than 34 years, neans
must be available to initialize the clock at a date closer to the
present, either with a tine-of-year (TOY) chip or fromfirnmnare.

Message For nat

Both NTP and SNTP are clients of the User Datagram Protocol (UDP)
specified in RFC 768 [ POS80]. The structures of the | P and UDP
headers are described in the cited specification docunents and wl |
not be detailed further here. The UDP port nunber assigned by the

| ANA to NTP is 123. The SNTP client should use this value in the UDP
Destination Port field for client request nessages. The Source Port
field of these nessages can be any nonzero val ue chosen for
identification or multiplexing purposes. The server interchanges
these fields for the corresponding reply nessages.

This differs fromthe RFC 2030 specifications, which required both
the source and destination ports to be 123. The intent of this
change is to allow the identification of particular client

i npl emrentations (which are now all owed to use unreserved port
nunbers, including ones of their choosing) and to attain
conpatibility with Network Address Port Transl ation (NAPT)
described in RFC 2663 [ SRI99] and RFC 3022 [ SRI01].

Figure 1 is a description of the NTP and SNTP nessage fornmat, which
follows the I P and UDP headers in the nessage. This format is
identical to the NTP nessage format described in RFC 1305, with the
exception of the Reference ldentifier field described bel ow. For
SNTP client nmessages, nost of these fields are zero or initialized
with pre-specified data. For conpl eteness, the function of each
field is briefly sumari zed bel ow.
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1 2 3
012345678901234567890123456789 0 1
i T S S i S i S S S e S S R R e R

| LI | VN | Mode | Stratum | Pol | | Preci si on |
T R i o e i S e i Tk e moik SR S R e
| Root Del ay |

B T et S ST T i S T T T sl T S I R T Sl S
| Root Di spersion |
B T et S ST T i S T T T sl T S I R T Sl S
| Reference Identifier |
B T i s S T N i S S S e o i e

I

Ref erence Ti nestanp (64) |
|

|
Originate Tinestanp (64) |
|

|
Recei ve Ti mestanp (64) |

T i i S S i i I S S R R e ok ok i e

|

|

|

i T S R e e i s s i S S S S S S s
|
|
|
+-
|
|
|
+-
| |
|
|
+-
|
+-
|
|
|
|
|
+-

T i i S S e Sl N S S e S o i SR N S

Transmt Tinestanp (64) |
T S T S s S S S e s i i SHE R

Key ldentifier (optional) (32) |
T S T S s S S S e s i i SHE R

|
Message Digest (optional) (128) |
|
|

T S T S s S S S e s i i SHE R
Figure 1. NTP Packet Header

Leap Indicator (LI): This is a two-bit code warning of an inpending

| eap second to be inserted/deleted in the last mnute of the current

day. This field is significant only in server nessages, where the
val ues are defined as foll ows:
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0 no war ni ng

1 | ast m nute has 61 seconds

2 | ast m nute has 59 seconds

3 al arm condition (clock not synchroni zed)

On startup, servers set this field to 3 (clock not synchroni zed), and
set this field to sonme other val ue when synchronized to the primry
reference clock. Once set to a value other than 3, the field is
never set to that value again, even if all synchronization sources
beconme unreachabl e or defective.

Version Nunber (VN): This is a three-bit integer indicating the
NTP/ SNTP version nunber, currently 4. |f necessary to distinguish
between | Pv4, [Pv6, and OSI, the encapsul ating context nust be

i nspect ed.

Mode: This is a three-bit nunber indicating the protocol nobde. The
val ues are defined as follows:

reserved

symmetric active

symmetric passive

client

server

br oadcast

reserved for NTP control nessage
reserved for private use

~No o~ WwWNEO

I n uni cast and nmanycast nodes, the client sets this field to 3
(client) in the request, and the server sets it to 4 (server) in the
reply. In broadcast node, the server sets this field to 5
(broadcast). The other nodes are not used by SNTP servers and
clients.

Stratum This is an eight-bit unsigned integer indicating the
stratum This field is significant only in SNTP server nessages,
where the values are defined as follows:

Stratum Meani ng

0 ki ss-0' -death nessage (see bel ow)
1 primary reference (e.g., synchronized by radi o cl ock)
2-15 secondary reference (synchroni zed by NTP or SNTP)

16- 255 reserved
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Poll Interval: This is an eight-bit unsigned integer used as an
exponent of two, where the resulting value is the maxi num i nterval

bet ween successive nessages in seconds. This field is significant
only in SNTP server nessages, where the values range from4 (16 s) to
17 (131,072 s -- about 36 h).

Precision: This is an eight-bit signed integer used as an exponent of
two, where the resulting value is the precision of the system cl ock
in seconds. This field is significant only in server nessages, where
t he val ues range from-6 for mains-frequency clocks to -20 for

m crosecond cl ocks found in sonme workstations.

Root Delay: This is a 32-bit signed fixed-point nunber indicating the
total roundtrip delay to the primary reference source, in seconds
with the fraction point between bits 15 and 16. Note that this

vari abl e can take on both positive and negative val ues, dependi ng on
the relative tinme and frequency offsets. This field is significant
only in server nessages, where the values range from negative val ues

of a fewmlliseconds to positive values of several hundred
ml|iseconds.

Code Ext ernal Reference Source

LOCL uncal i brated | ocal cl ock

CESM cal i brated Cesium cl ock

RBDM cal i brat ed Rubi di um cl ock

PPS cal i brated quartz clock or other pul se-per-second

source

| RI G I nt er-Range I nstrunentation G oup

ACTS NI ST t el ephone nbdem service

USNO USNO t el ephone nbdem service

PTB PTB (CGermany) tel ephone nbdem service

TDF Al l ouis (France) Radio 164 kHz

DCF Mai nflingen (Germany) Radio 77.5 kHz

VEF Rugby (UK) Radio 60 kHz

WA/ Ft. Collins (US) Radio 2.5, 5, 10, 15, 20 MHz

WAVB Boul der (US) Radio 60 kHz

VWAVH Kauai Hawaii (US) Radio 2.5, 5, 10, 15 M

CHU O tawa (Canada) Radi o 3330, 7335, 14670 kHz

LORC LORAN- C r adi onavi gati on system

OVEG OVEGA r adi onavi gati on system

GPS A obal Positioning Service

Figure 2. Reference ldentifier Codes
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Root Dispersion: This is a 32-bit unsigned fixed-poi nt nunber

i ndi cating the maxi numerror due to the clock frequency tol erance, in
seconds with the fraction point between bits 15 and 16. This field
is significant only in server nessages, where the values range from
zero to several hundred mlliseconds.

Ref erence ldentifier: This is a 32-bit bitstring identifying the
particul ar reference source. This field is significant only in
server nessages, where for stratum O (kiss-o0'-death nessage) and 1
(primary server), the value is a four-character ASCI|I string, left
justified and zero padded to 32 bits. For |IPv4 secondary servers,
the value is the 32-bit |IPv4 address of the synchronization source.
For 1 Pv6 and OSI secondary servers, the value is the first 32 bits of
the MD5 hash of the IPv6 or NSAP address of the synchronization

sour ce.

Primary (stratum 1) servers set this field to a code identifying the
external reference source according to Figure 2. |If the externa
reference is one of those listed, the associ ated code shoul d be used.
Codes for sources not |isted can be contrived, as appropriate.

In previous NTP and SNTP secondary servers and clients, this field
was often used to wal k-back the synchroni zati on subnet to the root
(primary server) for managenent purposes. In SNTPv4 with | Pv6 or
OCSl, this feature is not avail able, because the addresses are

| onger than 32 bits, and only a hash is avail able. However, a
wal k- back can be acconplished using the NTP control nessage and
the reference identifier field described in RFC 1305.

Reference Tinestanp: This field is the tinme the system cl ock was | ast
set or corrected, in 64-bit tinmestanp fornat.

Originate Tinestanp: This is the tine at which the request departed
the client for the server, in 64-bit tinmestanp fornat.

Receive Tinmestanp: This is the tine at which the request arrived at
the server or the reply arrived at the client, in 64-bit tinestanp
format.

Transmt Tinestanp: This is the tinme at which the request departed
the client or the reply departed the server, in 64-bit tinestanp
format.

Aut henticator (optional): Wen the NTP authentication schene is

i npl emented, the Key ldentifier and Message Digest fields contain the
nmessage aut hentication code (MAC) information defined in Appendix C
of RFC 1305.
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5.

SNTP Cient QOperations

An SNTP client can operate in unicast, broadcast, or manycast nodes.
I n unicast node, the client sends a request (NTP node 3) to a

desi gnat ed uni cast server and expects a reply (NTP node 4) fromthat
server. |In broadcast client node, it sends no request and waits for
a broadcast (NTP node 5) fromone or nore broadcast servers. 1In
manycast node, the client sends a request (NTP node 3) to a

desi gnat ed broadcast address and expects a reply (NTP node 4) from
one or nore manycast servers. The client uses the first reply
received to establish the particular server for subsequent unicast
operations. Later replies fromthis server (duplicates) or any other
server are ignored. Qher than the selection of address in the
request, the operations of manycast and unicast clients are

i denti cal

Client requests are normally sent at intervals depending on the
frequency tolerance of the client clock and the required accuracy.
However, under no conditions should requests be sent at |ess than
one mnute intervals. Further discussion on this point is in
Section 9.

A unicast or manycast client initializes the NTP nessage header,
sends the request to the server, and strips the tine of day fromthe
Transmt Tinestanp field of the reply. For this purpose, all the NTP
header fields shown above are set to 0, except the Mdde, VN, and
optional Transmt Tinestanp fields.

NTP and SNTP clients set the node field to 3 (client) for unicast and
manycast requests. They set the VN field to any version nunber that
I's supported by the server, selected by configuration or discovery,
and that can interoperate with all previous version NTP and SNTP
servers. Servers reply with the sane version as the request, so the
VN field of the request also specifies the VN field of the reply. A
prudent SNTP client can specify the earliest acceptable version on
the expectation that any server of that or a later version wl|
respond. NTP Version 3 (RFC 1305) and Version 2 (RFC 1119) servers
accept all previous versions, including Version 1 (RFC 1059). Note
that Version O (RFC 959) is no | onger supported by current and future
NTP and SNTP servers.

Al t hough setting the Transmt Tinmestanp field in the request to the
time of day according to the client clock in NITP tinestanp format is
not necessary in a conformng client inplenentation, it is highly
recommended i n unicast and manycast nodes. This allows a sinple
calculation to determ ne the propagati on del ay between the server and
client and to align the systemclock generally within a few tens of
mlliseconds relative to the server. |In addition, this provides a
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sinple method for verifying that the server reply is in fact a
legitimate response to the specific client request and thereby for
avoi ding replays. |In broadcast node, the client has no information
to cal cul ate the propagation delay or to determne the validity of
the server, unless one of the NTP authentication schenes is used.

To calculate the roundtrip delay d and systemclock offset t relative
to the server, the client sets the Transmt Tinestanp field in the
request to the tinme of day according to the client clock in NIP
tinmestanp format. For this purpose, the clock need not be
synchroni zed. The server copies this field to the Oiginate
Tinmestanp in the reply and sets the Receive Tinmestanp and Transmt
Timestanp fields to the tine of day according to the server clock in
NTP timestanp format.

When the server reply is received, the client determnes a
Destination Tinmestanp variable as the tine of arrival according to
its clock in NTP tinmestanp format. The follow ng table sumrari zes
the four tinestanps.

Ti mest anp Nane ID Wen Cenerated

Originate Tinestanp T1 time request sent by client
Recei ve Ti nestanp T2 time request received by server
Transmt Ti nestanp T3 time reply sent by server

Destination Tinmestanp T4 time reply received by client
The roundtrip delay d and systemclock offset t are defined as:
d =(T4 - T1) - (T3 - T2) t = ((T2 - T1) + (T3 - T4)) | 2.

Note that in general both delay and offset are signed quantities and
can be less than zero; however, a delay |less than zero is possible
only in symmetric nodes, which SNTP clients are forbidden to use.

The followi ng table sumari zes the required SNTP client operations in
uni cast, manycast, and broadcast nodes. The reconmended error checks
are shown in the Reply and Broadcast colums in the table. The
nmessage should be considered valid only if all the fields shown
contain values in the respective ranges. Wether to believe the
message if one or nore of the fields nmarked "ignore"” contain invalid
values is at the discretion of the inplenentation.
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Fi el d Nane Uni cast/ Manycast Br oadcast
Request Repl y

v o 03 03

VN 1-4 copied from 1-4

request

Mode 3 4 5

Stratum 0 0-15 0-15

Pol | 0 I gnore i gnore

Preci si on 0 I gnore i gnore

Root Del ay 0 I gnore i gnore

Root Di spersion 0 I gnor e I gnor e

Ref erence ldentifier 0 I gnore i gnore

Ref erence Ti nestanp 0 I gnore i gnore

Originate Tinestanp 0 (see text) i gnore

Recei ve Ti nestanp 0 (see text) i gnore

Transmt Ti nestanp (see text) nonzero nonzero

Aut hent i cat or opt i onal opt i onal opti ona

Al t hough not required in a conform ng SNTP client inplenentation, it

is

W se to consider a suite of sanity checks designed to avoid

various kinds of abuse that m ght happen as the result of server
i npl ementation errors or malicious attack. Following is a list of
suggest ed checks.

1

MIls

When the | P source and destination addresses are avail able for
the client request, they should nmatch the interchanged addresses
in the server reply.

When the UDP source and destination ports are available for the
client request, they should nmatch the interchanged ports in the
server reply.

The Originate Tinmestanp in the server reply should match the
Transmt Tinestanp used in the client request.
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6.

4. The server reply should be discarded if any of the LI, Stratum
or Transmt Tinestanp fields is O or the Mode field is not 4
(unicast) or 5 (broadcast).

5. A truly paranoid client can check that the Root Del ay and Root
Di spersion fields are each greater than or equal to O and | ess
than infinity, where infinity is currently a cozy nunber |ike one
second. This check avoids using a server whose synchronization
source has expired for a very long tine.

SNTP Server Qperations

A SNTP server operating with either an NTP or SNTP client of the sane
or previous versions retains no persistent state. Because an SNIP
server ordinarily does not inplenent the full suite of groom ng and
mtigation algorithnms intended to support redundant servers and

di verse network paths, it should be operated only in conjunction with
a source of external synchronization, such as a reliable radio clock
or tel ephone nodem In this case it operates as a primry (stratum
1) server.

A SNTP server can operate with any unicast, manycast, or broadcast
address or any conbi nation of these addresses. A unicast or nanycast
server receives a request (NTP node 3), nodifies certain fields in
the NTP header, and sends a reply (NTP node 4), possibly using the
sane nessage buffer as the request. A manycast server |listens on the
desi gnat ed broadcast address, but uses its own unicast |IP address in
the source address field of the reply. Qher than the sel ection of
address in the reply, the operations of nmanycast and uni cast servers
are identical. Broadcast nessages are nornmally sent at intervals
from64 s to 1024 s, depending on the expected frequency tol erance of
the client clocks and the required accuracy.

Uni cast and nmanycast servers copy the VN and Poll fields of the
request intact to the reply and set the Stratumfield to 1.

Note that SNTP servers nornmally operate as primary (stratum 1)
servers. Although operating at higher strata (up to 15) while
synchroni zing to an external source such as a GPS receiver is not
forbidden, this is strongly discouraged.

If the Mode field of the request is 3 (client), the reply is set to 4
(server). If this fieldis set to 1 (symmetric active), the reply is
set to 2 (symetric passive). This allows clients configured in
either client (NTP node 3) or symetric active (NTP node 1) to

i nteroperate successfully, even if configured in possibly suboptinm
ways. For any other value in the Mdde field, the request is
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di scarded. I n broadcast (unsolicited) node, the VN field is set to
4, the Mode field is set to 5 (broadcast), and the Poll field set to
t he nearest integer base-2 logarithmof the poll interval.

Note that it is highly desirable that a broadcast server al so
supports unicast clients. This is so a potential broadcast client
can cal cul ate the propagation delay using a client/server exchange
prior to switching to broadcast client (listen-only) node. By
desi gn, a manycast server is also a unicast server. There does
not seemto be a great advantage for a server to operate as both
broadcast and manycast at the sane tine, although the protoco
specification does not forbid it.

A broadcast or manycast server does not send packets if not
synchroni zed to a correctly operating reference source. |t may or
may not respond to a client request if it is not synchronized, but
the preferred option is to respond because this allows reachability
to be determ ned regardl ess of synchroni zation state. |f the server
has never synchronized to a reference source, the LI field is set to
3 (unsynchroni zed). Once synchronized to a reference source, the L
field is set to one of the other three values and remains at the | ast
val ue set even if the reference source becones unreachable or turns
faul ty.

If the server is synchronized to a reference source, the Stratum
field is set to 1, and the Reference Identifier field is set to the
ASCI| source identifier shown in Figure 2. |If the server is not
synchroni zed, the Stratumfield is set to zero, and the Reference
Identifier field is set to an ASCI| error identifier described bel ow

The Precision field is set to reflect the maxi nrumreadi ng error of
the systemclock. For all practical cases it is conputed as the
negati ve base-2 | ogarithm of the nunber of significant bits to the
right of the decimal point in the NTP tinestanp format. The Root
Del ay and Root Dispersion fields are set to O for a primry server

The tinmestanp fields in the server nessage are set as follows. |If
the server is unsynchronized or first comng up, all tinmestanp fields
are set to zero, wth one exception. |[If the nessage is areply to a

previously received client request, the Transmt Tinestanp field of
the request is copied unchanged to the Originate Tinestanp field of
the reply. It is inportant that this field be copied intact, as an
NTP or SNTP client uses it to avoid bogus nessages.

If the server is synchronized, the Reference Tinestanp is set to the
tinme the |last update was received fromthe reference source. The
Originate Tinestanp field is set as in the unsynchroni zed case above.
The Transmt Tinmestanp field is set to the tine of day when the
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message is sent. |In broadcast nessages the Receive Tinestanp field
is set to zero and copied fromthe Transmt Tinmestanp field in other

Transmt Ti nestanp

Aut hent i cat or

(see text)

opt i onal

time of day

opti ona

messages. The followi ng table sumari zes these actions.
Fi el d Nane Uni cast/ Manycast Br oadcast
Request Repl y

LI I gnor e as needed as needed

VN 1-4 copied from 4
request

Mode 3 4 5

Stratum I gnor e 1 1

Pol | I gnor e copied from | og2 pol
request i nterval

Preci si on I gnore -1 0og2 server -1 0og2 server
significant significant
bits bits

Root Del ay I gnore 0 0

Root Di spersion I gnore 0 0

Ref erence ldentifier I gnore source ident source ident

Ref erence Ti nestanp I gnore time of | ast time of | ast
source update source update

Originate Tinestanp I gnore copied from 0
transm t
ti mestanp

Recei ve Ti nestanp I gnore time of day 0

time of day

opt i onal

There is sone |atitude on the part of nost clients to forgive invalid
ti mestanps, such as m ght occur when the server is first com ng up or
during periods when the reference source is inoperative. The nost

i nportant indicator of an unhealthy server is the Stratumfield, in
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whi ch a value of 0 indicates an unsynchroni zed condition. Wen this
val ue is displayed, clients should discard the server nessage,
regardl ess of the contents of other fields.

7. Configuration and Managenent

Initial setup for SNTP servers and clients can be done using a web
client, if available, or a serial port, if not. Sone fol ks hoped
that in-service managenent of NTP and SNTPv4 servers and clients
could be perfornmed using SNMP and a suitable M B to be published, and
this has happened in sonme conmercial SNTP servers. But, the neans

t hat have been used in the |last tw decades and probably will be used
in the next is the NTP control and nonitoring protocol defined in RFC
1305. Odinarily, SNTP servers and clients are expected to operate
with little or no site-specific configuration, other than specifying
the client |IP address, subnet mask, and gateway.

Uni cast clients nust be provided with one or nore designated server
nanmes or | P addresses. |If nore than one server is provided, one can
be used for active operation and one of the others for backup should
the active one fail or show an error condition. It is not normally
useful to use nore than one server at atinme, as with mllions of
SNTP- enabl ed devi ces expected in the near future, such use would
represent unnecessary drain on network and server resources.

Broadcast servers and manycast clients nust be provided with the TTL
and | ocal broadcast or nulticast group address. Unicast and nanycast
servers and broadcast clients may be configured with a Iist of

address-nmask pairs for access control, so that only those clients or

servers known to be trusted will be accepted. Milticast servers and
clients nust inplenent the | GW protocol and be provided with the
| ocal broadcast or nulticast group address as well. The

configuration data for cryptographic authentication is beyond the
scope of this neno.

There are several scenarios that provide automatic server discovery
and selection for SNTP clients with no pre-specified server
configuration. For instance, a role server with CNAME such as

pool .ntp.org returns a random zed |ist of volunteer secondary server
addresses, and the client can select one or nore as candi dates. For
an | P subnet or LAN segnent including an NTP or SNTP server, SNTP
clients can be configured as broadcast clients. The sanme approach
can be used with nulticast servers and clients. |In both cases,

provi sion of an access control |list is a good way to ensure that only
trusted sources can be used to set the system cl ock.
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I n anot her scenario suitable for an extended network wi th significant
net wor k propagati on delays, clients can be configured for nanycast
addresses, both upon initial startup and after sone period when the
currently sel ected uni cast source has not been heard. Follow ng the
defined protocol, the client binds to the server fromwhich the first
reply is received and continues operation in unicast node.

8. The Kiss-0'-Death Packet

In the ranbunctious Internet of today, it is inperative that sone
means be available to tell a client to stop making requests and to go
somewhere el se. A recent experience involved a | arge nunber of

home/ office routers all configured to use a particular university
time server. Under sone error conditions, a substantial fraction of
these routers woul d send packets at intervals of one second. The
resulting traffic spike was dramatic, and extrene neasures were
required to diagnose the problemand to bring it under control. The
conclusion is that clients nust respect the neans available to
targeted servers to stop themfrom sendi ng packets.

According to the NTP specification RFC 1305, if the Stratumfield in
the NTP header is 1, indicating a primary server, the Reference
ldentifier field contains an ASCI| string identifying the particul ar
reference clock type. However, in RFC 1305 nothing is said about the
Ref erence ldentifier field if the Stratumfield is 0, which is called

out as "unspecified'. However, if the Stratumfield is 0, the
Reference ldentifier field can be used to convey nessages useful for
status reporting and access control. In NITPv4 and SNTPv4, packets of

this kind are called Kiss-o0' -Death (KoD) packets, and the ASCI I
nmessages they convey are call ed kiss codes. The KoD packets got
their nane because an early use was to tell clients to stop sending
packets that violate server access controls.

In general, an SNTP client should stop sending to a particul ar server
if that server returns a reply with a Stratumfield of 0, regardl ess
of kiss code, and an alternate server is available. |If no alternate
server is available, the client should retransmt using an
exponenti al - backof f al gorithm described in the next section.

The ki ss codes can provide useful information for an intelligent
client. These codes are encoded in four-character ASCI| strings |eft
justified and zero filled. The strings are designed for character
displays and log files. Usually, only a few of these codes can occur
with SNTP clients, including DENY, RSTR, and RATE. (Qhers can occur
nmore rarely, including INNT and STEP, when the server is in sone
speci al tenporary condition. Figure 3 shows a |ist of the kiss codes
currently defined. These are for informational purposes only; the
list mght be nodified or extended in the future.
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9.

10.

ACST The associ ation belongs to a anycast server

AUTH Server authentication failed

AUTO Aut okey sequence fail ed

BCST The associ ation belongs to a broadcast server

CRYP Crypt ographi c authentication or identification failed

DENY Access denied by renote server

DROP Lost peer in symmetric node

RSTR Access deni ed due to | ocal policy

INI'T The associ ation has not yet synchronized for the first
tinme

MCST The associ ation bel ongs to a manycast server

NKEY No key found. Either the key was never installed or
is not trusted

RATE Rat e exceeded. The server has tenporarily denied access
because the client exceeded the rate threshold
RMOT Sonebody is tinkering with the association froma renote

host running ntpdc. Not to worry unless sone rascal has
stol en your keys

STEP A step change in systemtinme has occurred, but the
associ ati on has not yet resynchronized

Figure 3. Kiss Codes
On Being a Good Network Citizen

SNTP and its big brother NTP have been in expl osive growth over the

| ast few years, mrroring the gromh of the Internet. Just about
every I nternet appliance has sone kind of NTP support, including

W ndows XP, G sco routers, enbedded controllers, and software systens
of all kinds. This is the first edition of the SNTP RFC where it has
becone necessary to |lay down rul es of engagenent in the form of
design criteria for SNTP client inplenentations. This is necessary
to educate software devel opers regardi ng the proper use of Internet
time server resources as the Internet expands and demands on tine
servers increase, and to prevent the recurrence of the sort of

pr obl em nmenti oned above.

Best Practices

NTP and SNTP clients can consune consi derabl e network and server
resources if they are not good network citizens. There are now
consuner Internet commodity devices nunbering in the mllions that
are potential custoners of public and private NTP and SNTP servers.
Recent experience strongly suggests that device designers pay
particular attention to mnimzing resource inpacts, especially if
| arge nunbers of these devices are deployed. The nost inportant
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design consideration is the interval between client requests, called

the poll interval. It is extrenely inportant that the design use the
maxi mum pol | interval consistent with acceptabl e accuracy.
1. Aclient MUST NOT under any conditions use a poll interval |ess

t han 15 seconds.

2. Aclient SHOULD increase the poll interval using exponentia
backoff as performance permts and especially if the server does
not respond within a reasonable tine.

3. Aclient SHOULD use | ocal servers whenever available to avoid
unnecessary traffic on backbone networks.

4. A client MJST allow the operator to configure the primry and/or
alternate server nanes or addresses in addition to or in place of
a firmvare default | P address.

5. If a firmvare default server |P address is provided, it MJST be a
server operated by the manufacturer or seller of the device or
anot her server, but only with the operator's perm ssion.

6. A client SHOULD use the Domain Nane System (DNS) to resolve the
server | P addresses, so the operator can do effective |oad
bal anci ng anong a server clique and change I P address binding to
canoni cal nanes.

7. Aclient SHOULD re-resolve the server |IP address at periodic
intervals, but not at intervals less than the tine-to-live field
in the DNS response.

8. A client SHOULD support the NTP access-refusal nmechani sm so that
a server kiss-o0'-death reply in response to a client request
causes the client to cease sending requests to that server and to
switch to an alternate, if avail able.

The followi ng algorithmcan be used as a pattern for specific
i npl ementations. It uses the follow ng vari abl es:

Timer: This is a counter that decrenents at a fixed rate. Wen it
reaches zero, a packet is sent, and the tinmer is initialized with the
ti meout for the next packet.

Maxi mum tinmeout: This is the maxi numtinmeout determ ned fromthe
gi ven oscillator frequency tol erance and the required accuracy.
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Server Nanme: This is the DNS nane of the server. There may be nore
than one of them to be selected by sone al gorithm not considered
her e.

Server I P Address: This is the IPv4, I1Pv6, or OSI address of the
server.

If the firmvare or docunentation includes specific server nanes, the
names shoul d be those the manufacturer or seller operates as a

cust oner conveni ence or those for which specific perm ssion has been
obtained fromthe operator. A DNS request for a generic server nane,
such as ntp.nytinmeserver.com should result in a random sel ecti on of
server | P addresses available for that purpose. Each tine a DNS
request is received, a new random zed list is returned. The client
ordinarily uses the first address on the |ist.

When candi date SNTP or NTP servers are selected, it is inperative
to respect the server operator's conditions of access. Lists of
public servers and their conditions of access are avail able at
Wwmv. ntp.org. A sem -automatic server discovery schenme using DNS
is described at that site. Sone |SPs operate public servers,

al though finding themvia their help desks can be difficult.

A wel | -behaved client operates as follows (note that steps 2-4
constitute a synchroni zation | oop):

1. Consider the specified frequency tol erance of the system cl ock
oscillator. Define the required accuracy of the system cl ock,
then cal cul ate the maxi mumtimeout. For instance, if the
frequency tolerance is 200 parts per mllion (PPM and the
requi red accuracy is one mnute, the maxi mumtineout is about 3.5
days. Use the |ongest nmaxi numtineout possible given the system
constraints to mnimze tine server aggregate |oad, but never
make it |less than 15 m nutes.

2. Wen the client is first comng up or after reset, random ze the
timeout fromone to five mnutes. This is to mnimze shock when
3000 PCs are rebooted at the sane tinme power is restored after a
bl ackout. Assune at this tinme that the IP address is unknown and
that the systemclock is unsynchroni zed. Oherw se, use the
ti meout value as calculated in previous |oop steps. Note that it
may be necessary to refrain frominplenenting the aforenentioned
random del ay for sone classes of International Conputer Security
Associ ation (1 CSA) certification.
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11.

12.

13.

3. Wien the tinmer reaches zero, if the IP address is not known, send
a DNS query packet; otherw se, send an NTP request packet to that

address. If no reply packet has been heard since the |ast
ti meout, double the timeout, but do not nmake it greater than the
maxi mumtinmeout. If primary and secondary tine servers have been

configured, alternate queries between the primry and secondary
servers when no successful response has been received.

4. |If a DNS reply packet is received, save the IP address and
continue at step 2. |If a KoD packet is received, renove that
time server fromthe list, activate the secondary tine server,
and continue at step 2. If a received packet fails the sanity
checks, drop that packet and al so continue at step 2. If a valid
NTP packet is received, update the system clock, set the tinmeout
to the maxi num and continue at step 2.

Security Consi derations

Wt hout cryptographic authentication, SNTPv4 service is vulnerable to
di sruption by m sbehaving or hostile SNTP or NTP broadcast servers

el sewhere in the Internet. It is strongly reconmmended that access
controls and/or cryptographic authentication neans be provided for
addi tional security. This docunent includes protocol provisions for
addi ng such security nmechani sns, but it does not define the

mechani snms thensel ves. A separate docunent [MLO3] in preparation

w Il define a cryptographic security nmechani smfor SNTP
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